
How do I remember things?
two main processes

Working Memory – WM
7 ± 2 items, effortful, evanescent.
But is WM other processes? much, much more?

Daily Memory Records - DMRs
thousands of items, effortless, enduring, one-trial

Other Memory Terms: Declarative (incl. enduring EM, 
Autobiograph, Knowledge) all derived from DMRs

Declarative 
Memory 

Episodic 
Memory 

context is NOT repeated and context (generally) DISAPPEARS over time

see notes on dichotomy;
SAMs retain ~ DMRs

How good are DMRs
in old age & AlzD?

initial EM
aka DMRs

including  enduring EMs



This is an expanded scope of WM, way beyond e.g. remembering phone numbers!
and it smears into LTM, fuzzying up the LTM/STM distinction.  Brief 2019 Essay below

= WM ≈ STM

highlights:  “info not present”, allocation, fMRI DATA

PFC:

… or How the Brain Works!

2015: now on CANVAS
LTM = long term memory,  STM = short term

ç decisions are WTA operations

some essays have been incorporated into SNCD, 2021, but perhaps still convenient below



What was OLD has become NEW Who is John Galt?...no… 

Who is Karl Pribram?   rhetorical, see notes

PFC and WM: linkage derived from lesions
WM ≈ STM (short term memory)

Baddeley: WM is independent of LTM
WM does not (easily) transfer èLTM
Why not?  DQ: What does yield transfer?

Badd. & Hitch:  “2 independent stores”
- phonological loop
- visuospatial sketchpad
- under control of Central Executive
- superseded?  not so fast . . .

WM = working memory     [rehearsal does not à enduring EM (w/ any great efficacy; see notes)
WM ≈ STM (short-term memory): it’s the same store, but WM implies manipulation by some accounts
LTM = long-term memory aka declarative memory / knowledge
LTM includes EM (episodic) and ABM (autobiograph.) and KAs (knowledge architectures)
LTM derived from DMRs - Daily Memory Records ~ Transient Episodic Memory (0 in PubMed)
ALL LTM is derived from our initial episodic/DMR store [thoughts are part of our DMR]

from Mark and Brad, page 1 BUT FIRST, an EXPERIMENT…



WORKING MEMORY
(aka WM)   1950 - 2019

To understand the breakdown of neural circuits 
due to age and neuropathology, we first have to 

understand the Neural Circuits!

Pribram’s theories of Holographic Memory Storage (HMS) and a role for Gabor 
/ Fourier Functions still lurk within the broader context of Conscious 
Experience, yet all that we really know about WM stems from our conscious 
experience of our working memory stores.  Pribram was active until 2015, and 
had worked with renowned Memory Engram Researcher, Karl Lashley (1890-
1958).  Pribram argued that interference patterns in neocortical dendrites 
helped explain the “non-locality” of memory storage.  Fast-forward 70 years 
and what have we accomplished?  Suffice to say that I cannot unequivocally 
rule out HMS as a neural mechanism of WM. [but I did ask Adam Reeves (NU Psych 
Prof. Emeritus) about Gabor functions and V1 visual information processing: see notes]

more intro notes:  WM enables adept actions to achieve multiple, syncopated goals; this 
fits with WM thesis in Rise of the Homo Sapiens (Coolidge and Wynn) 
Disordered behavior (w/ age, injury; ADLs) is associated with WM deficits

p.s. play Hominids 101 at firstmaze.com

aside: outrageous 
embrace of patent 
stupidity: not good



Central Executive (multicomponent) model achieved buffering and coordinating so p. 2

Patricia Goldman Rakic was seminal player in exploring memory states of PFC neurons.
Her data show some mammals can hold a representation “in mind” and make 
decisions based upon stored representation (vs. live sensory input)

ExCrQ: which mammals? lots of monkey studies, but which other mammals?  UP notes below

consciousness, C. access and subconscious storage = huge tar baby
WM = regularly accessed consciously.  DMR = never or almost never

Conscious Record Memory (Gioioso & O’Malley, 2009) changed to DMR to avoid C.
“Multicomponent Model” of WM = 14 hits in PubMed despite “40 year history”

Mark & Brad advocate “state based model” vs. “slots” model  [see notes]
Any implications for breakdown of Exec. Functioning in normal aging or late-AlzD?

I said WM is stored in PFC but. . . it’s complicated…

segment nicely touches on symbolic n. operations



The Multicomponent Model
- entails storage “slots”
- 7 +/- 2 (possibly less)
.

State-Based Models of WM
- entails allocation of attention
- targets internal representations
- includes symbolic, perceptual

letters, digits, words, places in LTM
sensory stim: color, freq., locations

- but why 7-item limit?
Lisman: 7 gamma on theta
this paper: nada?

p. 3

Sternberg Effect: reaction time increases with the number of items currently held in WM.
-an additional intrusion effect persists for 5 seconds after some items are “ruled out” ???

newest model: multiple “activated” items from LTM with smaller Focus of Attention (FoA)
FoA has 4 items (or chunks, can be complex), held in WM via top-down/PFC controls
p. 4 “activated LTM has no capacity limit” beyond interference from binding/other items

dmo: the older 7 +/-2 rule might subsume FoA story; further variants discussed might
reflect a gradient of losses (decays) and interferences and be f(salience).  imho.

Multi-Component Model  is just 
another name for Slots Model

SYMBOLS, PERCEPTS and ATTENTION

???

ask me about faster T-pass purchases:  also, the Sternberg Effect is, in a sense: mimicked by age (cognitive slowing)



Sensory or Sensorimotor Recruitment mechanisms
attention is placed on processed sensory input
e.g. color, orientation, frequency, spatial layout
but motor intentions and sensory WM are 
coupled-you need a “task” to test for WM contents
and ongoing motor tasks disrupt sensory WM

Visual WM Capacity
100 msec presentation of colored blocks w/ 

subsequent recog. test è WM store of 4 items.
capacity NOT affected by complexity of items
my old view: seemed to better fit with slots models

4 slots, independent of item complexity
vs. at left: “single attentional resource”

Also, recall is totally different from recognition!
Has the question of why 4 (or 7) but not 2 or 13

been materially addressed in this paper?
Nice Reply from Mark: “shrug” & forward; but

the “thinly apportioned resource” lacks merit, imho.

p. 53 to 4 slots How bad is it if we cannot even 
agree if WM holds 3 or 9 items?

“the functions we label as attention, intention and retention 
may be treated identically in the brain” p. 7.  VALID?

Bottom Line: the literature does not seem 
to have a clue re: disparity btw WM and 
DMR store size, beyond Lisman’s γ-on-θ.



From: Mark D'Esposito <despo@berkeley.edu>
Sent: Wednesday, April 11, 2018 5:39 PM
To: O'Malley, Donald
Cc: Charan Ranganath
Subject: Re: Working Memory query
Hi Don,
Sorry for the delay in getting back to you. Really tough question without an easy answer! The person that 
has the best work on the relationship between WM and LTM is Charan Ranganath at UC Davis. I’ve cc’ed
him on this email, perhaps leading to some exchange between us. Charan, what’s your thoughts?
Mark

The Mark and  
Brad Show

You can write anyone, any time, for any reason:
when you’re a savage, the world is your playground

email exchange:
On Mar 31, 2018, at 4:30 PM, O'Malley, Donald <d.omalley@northeastern.edu> wrote:
Hi Dr. D'Esposito,
I am using your 2015 Working Memory review (in Ann. Rev. Psych) in my Systems Neurobiology of Cognitive Decline 
course (60 students). It is a great paper and the links between working and long-term memory (LTM) quite intriguing.
.
I have been interested for some years in our Day-long Memory Records, from which all LTM is excerpted. What is most 
curious is that the DMR store holds perhaps thousands of items (for a day or so), while WM holds only 7 +/- 2 (or 
less). To my knowledge there is no compelling explanation for this dramatic difference, but I would welcome any 
thoughts/speculation/refs you might have on this question.
.
I had spoken with John Lisman (and also a bit with Howard Eichenbaum) on this topic and nothing definitive came out 
of these chats, as enjoyable as they were.
.
I greatly appreciate the care and detail you put into this nice review.
Best Regards,  Don

2021 update:  SCIP-working memory ≠ conscious WM stores because “language”/SNOPs.  ck glossary

mailto:d.omalley@northeastern.edu


p. 6

Persistent Neural Activity/PNA: neural oscillators like in spinal cord, AANs + ΔWij
Hierarchical Representations in PFC: specializations, gradients and GOLF rules!
Top-Down Signaling from PFC: e.g. visual search for a friend in a crowd
Long Range Connectivity:  do long-range oscillations enable WM? unclear at present
Brainstem Neuromodulators:  ACh, 5HT, NorEpi but mainly DA (dopamine)

5 “Neural Mechanisms” that likely contribute to WM Operations

In contrasts to “slots” models Mark and Brad advocate “state-based” models and touts an fMRI 
statistical approach: MVPA (see above).  But MVPA seems to say little about Store Capacity or 
neuronal mechanisms of WM.  Aside from this, article provides a wonderful review of WM & major 
concepts central to our cognitive capabilities relevant to decision making, orientation and more.

MVPA was used to decode “second” scans, next slide

Let me tell you a story…about slots and MVPA and … fMRI decoding of WM stores
G

RE
AT

!

THIS IS YOUR BRAIN!



Is WM stored  in 
the temporal / 

parietal / prefrontal 
cortices? 

Bruno Averbeck & Moonsang Seo, 2008

Multi-Variate Madness
Your Path to Statistical Mayhem

Neural Plausibility Section: uses MVPA classifiers to decode fMRI signals and determine 
nature of stimulus.  IMHO: one step above witchcraft.  However, they do report: 
localization of fMRI signals e.g. motion in Area MT, visuospatial in parietal cortex, objects / 
faces /scenes in ventral occipitotemporal cortex.   Does this go beyond confirming known 
neocortical specializations? no info is provided on nature of WM storage mechanisms.

METHOD likely relates to VBM in Cogn. Slowing slide set.  Also see notes!

The Mark and Brad MVPA Show:
MVPA = Multi-Variate Pattern Analysis - Herein:
- record fMRI voxel activation patterns -- VAPs

[likability of famous people, desirable places, …]
- train the MVPA classifier on the VAP dataset
- rescan subjects and cue recall of earlier items
- MVPA can now decode VAPs, determine category

Does this approach have the granularity to tell us 
anything conclusive about the locus, mech or 
capacity of WM?

MVPA/Machine Learning: also applied 
to VAPs in paper on n. dediff. (used Ridge 
Regression). “The fidelity with which they can 
discriminate btw two cogn. conditions” reveals 
VAP distinctiveness (Abdulrahman, 2017).  
HELP WANTED:  prof. in need of statistical 
makeover; OK w/ Shannon Info Theory, Bayesian 
Inference & Poisson Process Neurons but dim.
WORK STUDY / summer research opportunities.



Mark and Brad: critique slots model 
mainly b/c of declining sensibility of 
having a few specialized, dedicated, 
buffers. Indeed, it makes sense that all 
neurons can do PNA and/or rapid ΔWij 
– whichever truly underlies WM.
transfer into slots: relevant to SNOPs-L 

Further Search for
the WM “core”

CONVOLUTED TEXT --fMRI, EEG data suggest 
that active WM store is not evident as PNA 
(e.g. w/in population of neural oscillators) 
but might instead entail rapid changes in 
synaptic weights (Wij) that can be read out 
from memory cores (my term) as they are 
scanned.  Fits with “slot’ model?  

Aside: HOW MANY active neurons are required to 
trigger reliable EEG or fMRI signal?  Or drive behavior?

None of This: offers any compelling 
rationale for the size of WM store.

But a Context-Free WM store 
constrained by 7-item γ/θ does!  

[new March 2019 theory below]

MVPA evidence dropped to zero, but item remained in WM (see notes):

re: 

Why only ONE “7-slot” at a time?



see below for Supplemental, Arcane and 
granular Notes on the History of

PFC, orbitofrontal and granular cortex

Anatomical details (see notes): granular layer 4 distinguishes PFC from motor cortices (M1, SMA) 

Memory Storage via γ on θ rhythms, Lisman & Idiart, 1995PFC is the shining star of Mammalian Evolution: found
within is a cognitive (primate) capacity that transcends 
ancient ERC-hippo circuits.  PFC enables WM/ExecFx.

PFC: WM / Executive Functions (ExecFx) Rule the Neocortical Landscape

↑↑ GREAT summary of ExecFx. 
WM might use γ-on-θ è



source: G-Image, granular cortex hit:  “Intracortical architecture and 
Intercortical connectivity”  see notes on preceding slide: history of PFC

PFC as “granular cortex”
PFC = “granular cortex”

w/ layer 4 granule cells
M1, SMAs = agranular cortex

- layer 4 is “missing”
- motor areas do not need

subcortical inputs?

NEXT 6 SLIDES:
look kinda “the same” but

EACH addresses WM aspect
hierarchical, top-down
long-range connectivity
neuromodulators



Neocortical AAN’s are High-D Devices: 
- they can operate as neural oscillators

w/ PNA and store any kind of pattern
- their dimensionality = # distinct inputs

e.g. an object could have a color, size
use, composition, softness, sheen, etc.

- neurons can have 1000, 10,000, 200k
inputs; requires “Calculus of 10K-conn”

Hierarchical Representations in PFC

PFC Notes: exhibits “coarse selectivity for items 
and features in WM” perhaps better encodes 
task rules, contingent motor responses and 
stimulus response mappings and categories, OR
mixtures of variables è High D/dimensionality

- Fuster’s 1971 single unit recordings provide 
evidence not obtainable w/ EEG, fMRI, TMS.

Aging Brains SHOULD gradually lose  the capabilities ascribed to PFC…
based upon our course readings.  How reliable is this depiction?

Fuster-1971 fits w/ “flexible 7-slots model”:
see notes: relates to Binding & Consciousness

STM/WM: it is not simply a matter 
of holding an item in memory

FUSTER, 1971:



PFC DETAILS: focus here is on lateral 
PFC (not medial, orbital).

Local details of cell physiology and 
connectivity may be undetectable by 
fMRI, PET, EEG, MEG, TMS, etc.

Front to Back gradient of hierarchical 
controls is suggested, fits with fMRI data.

Top-Down Signaling (prequel comments)

it SAYS PFC DOES NOT STORE INFO but 
instead exerts control over what stored 
information is used and accessed.  The 
section on Top-Down processing begins 
on p. 14 of M&B, but THIS IS IT!

p. 11

Are PFC neurons more vulnerable to 
damage of neuronal aging or is there a 
better explanation of Exec Fx’g decline?

a LOT is going on in PFC

e.g. greater demand reveals vulnerability?
.



ERP = EEG Event Related Potentials
- ERP complements fMRI
- their study used faces and scenes
- when storing scenes in WM they see

FFA signal is suppressed
“face-selective” N170 ERP is delayed

- concludes that PFC top-down
signals can enhance targets and 
suppress extraneous info

- this “bias” signal is another 
example of WTA processing aka 
vertebrate decision making

Top-Down Signaling (2nd paragraph of section)

claims PFC imposes BIAS signal to 
suppress extraneous info, e.g. when 
selecting face from a crowd.
FFA = fusiform face area in ITC.
PPA = parahippocampal (gyrus) 

place area--also discussed

p.14

Enhance & Suppress

Why should techniques matter to us?



Frontal Lesion Effects
- ↑ in posterior ERP suggests “disinhibition of 
sensory processes”, but perhaps this is neural 
recruitment--aka “scaffolding”. 
- leads to ↓ category-selectivity in extra striate

cortex (e.g. faces, scenes), suggests “PFC may
sharpen the representations of different 
object categories”.

- but how do Top-Down PFC signals know which 
activities to enhance unless this is already known?

- see Yeterian-2012. Any goal specific pathways?

bringing the Cudgel to PFC: inactivation of PFC 
via lesions, cooling were used to reveal PFC’s role 
in top-down control.  TMS (trans-cranial magnetic 
stimulation) has finer temporal control, but is 
spatially coarser than cooling.     Optogenetics
would be better, but not yet practical in humans.

p. 15

modulating Top-Down Signaling 

“extra striate” ≈ V2, V3, V4, V5/MT
ç targets matter

more “slots and FoA” data!  the number of 
control signals that can emanate at any one 
time (e.g. 7) is limited by PFC mechanism.



Oscillations and WM
MEG aka Magnetoencephalography seems to 

detect synchrony between frontal and parietal 
cortex during delay period (of WM task); it is 
sustained and memory-load dependent.

neural oscillators at work: nice “bands” overview. 
“Recurrent Circuits” means circuits with feedback 
(ala AAN) or reciprocal connections (ala spinal 
oscillators).  WM tasks modulate different 
oscillations frequency bands.

note: PNA aka Persistent Neural Activity is often 
presumed to be local-circuit oscillators, but binding 
across neocortex seems to require slower frequency 
oscillations e.g. alpha, beta (although gamma is included)

p. 16, B&MLong-Range Connectivity (and neural oscillators!)

top of p. 16: Top Down signals emanate from
PFC hippocampus, parietal cortex and basal ganglia

γ on

θ

do θ α β and γ matter?
boost, enhance, suppress



Dopamine (DA) Depletion
- yields WM deficits as substantial as PFC lesions

agrees w/ Hedden/Gabrieli (chap. 5)
- taking DA boosts WM (don’t try this at home!)
DA also part of Dedifferentiation Theory (tba)

Neuromodulators: DA plays major role in WM.
- ACh plays a role in Hippo. encoding/retrieval.
- serotonin (5HT) and norepinephrine-more nuanced
- The nucleus accumbens and ventral tegmental

areas are part of a parallel “basal-ganglia like” 
circuit with VTA supplying DA to multiple sites. 

- PFC has highest [DA] in neocortex

p. 17

regarding: U-shaped Curve & effects of specific DA 
doses: is this not true of all neurotransmitter systems?

NEUROMODULATORS

Brainstem nuclei such as the VTA, raphe and 
locus coeruleus have relatively small numbers of 
neurons which project over large swaths of 
neocortex, other places and can enhance or 
inhibit (modulate) ongoing neural activity in those 
targets.  Perhaps their smaller numbers makes 
these systems more vulnerable to damage.



approach
At SFN one year, I asked Edmund Rolls 

how it could be that DMRs hold 
thousands of items, but WM only 7? 

ç He said to go read a chapter in this book.  

Why 7 +/- 2 items?

Dopamine
Pathways

As soon as we start denying that we don’t know 
things, we close our minds to learning new things. p.s. it’s a great book!



Fluid Intelligence = WM related, Cognitive Manipulation

Crystallized Intelligence = Declarative Memory (DM),
experiences, strategies and associated skills aka LTM

AlzD – lose ability to add to DM (part of crystal-I)
Fluid-I is OK very early on in AlzD (not 1st symptom)

Research Topic: can they add new skills, capabilities?
requires little new DM, uses neocortex

Normal Aging – 1st declines are in Fluid-I
b/c normals have cogn. slowing, WM, PFC issues

Who is Endel Tulving?  Tulving coined the term/concept of 
Episodic Memory but Mr. EM, later got sucked into a list-learning
rabbit hole, morphed into calling that EM.  Hate to contradict
Mr. EM, but no, list-learning is more related to WM-like 
processes.  EM comes from DMRs which are 1-trial, effortless, 
not list learning.  very strange.  ET born 1927.  93 years old!

EM = Episodic Memory
EM is derived from DMRs

Is cognitive slowing part of WM?
Is WM part of fluid intelligence?



SUMMARY -- The Cognitive Neuroscience of Working Memory,  Annual Rev. Psych, 2015
1.  An enduring principle of the multiple-component model of working memory (Baddeley and Hitch, 1974) is that the 
short-term retention of information (a.k.a. “working memory storage”) and the control of how that information is 
used to guide behavior are subserved by distinct processes. With regard to the former, however, earlier ideas of 
specialized buffers have been challenged by state-based models.
2.  Although state-based models of working-memory storage are often categorized as “activated LTM” models or 
“sensorimotor recruitment” models, all are grounded in the idea that the attentional selection of mental 
representations (AANs?) brings them into working memory, and that the consequences of attentional prioritization 
explain such properties as capacity limitations, proactive interference from no-longer-relevant items, and so on.
3.  Recent research applying multivariate pattern analysis (MVPA) to fMRI and EEG data has provided indirect neural 
evidence for state-based models of working memory storage.  [but there is a gap btw fMRI and neural operations]
4. Some recent findings from computational modeling, extracellular electrophysiology, fMRI, and EEG, suggest that 
working memory storage may depend on the transient reorganization of synaptic weights, rather than on sustained, 
elevated activity.
5. The PFC likely represents higher-order information, such as task rules, goals, or abstract representations of 
categories, as compared to feature- and stimulus-specific representations in posterior cortex. Moreover, a critical 
mechanism for working memory function is the synchronization of PFC activity with activity in other brain regions.
6. One reported dimension of functional organization of PFC is a hierarchical caudal-to-rostral gradient of increasing 
level of abstraction of the rules and goals that guide behavior.  [possibly a red herring?]
7. Top-down control signals emanating from PFC likely take at least two forms: signals that modulate gain by either 
enhancing task-relevant information or suppressing task-irrelevant information, and signals that can modulate the 
selectivity of information represented in posterior cortical regions.     (+ TD/bottom up collisions)
8. Dopamine plays a critical role in working memory function. The complex interplay of midbrain dopamine in 
prefrontal and striatal circuits reportedly underlies “tonic maintenance” and “phasic gating” functions that govern the 
balance between cognitive flexibility and stability.

NOTES: It is the PFC mechanism that is 7 +/- 2 limited!  There are no “anatomical” slots . . . 



Assorted changes in Global and Local network efficiency were observed in 
aged populations performing an n-back task (e.g. recall an items two steps 
back in a sequence).  DQ: How reliable and significant might these results be?

WM = 7 +/- 2 items

anything of interest here?  [ExCred]

2015, PLoS1

Network Metrics
of Aging WM



Local and Global Efficiency are Network Metrics, being applied here to fMRI

These are path-length metrics, but they might say little about actual NIP 
(neuronal info processing).   Graph-Theory requires node-to-node signaling, 
but voxel-activation patterns might mean something very different.  stay tuned.



Local and Global Efficiency: Network Science vs. SNOPs

The more facts you have to think with, the deeper you can think.

NU network science had a research symposium on Friday, October 25th:
https://www.networkscienceinstitute.org/

Analysis of fMRI data sets
. Manual Analysis
. ICA / seed based analysis
. other statistical (is MVPA diff.?)
. Network Science Metrics

Network Science Metrics
aka Graph Theory

. path length

. local efficiency

. global efficiency

. lots more

We’ve seen voxel-based analysis (CSS slides) and ROI-style analysis (ABM activity 
in cingulate, other brain regions.  When you base analysis on regions, you might 
average out voxel-level signals and therefore weaken your analysis to more 
“diffuse” processes.  But if you apply network science metrics at the voxel level 
you might end up with a mass of Network Spaghetti*.

*ala Brainbow’s technicolor spaghetti

is this anything?

“morsel look-up” on Google / “smart”-phones good for superficial thinking

https://www.networkscienceinstitute.org/


main effect = ???

High local efficiency suggests segregated information processing in that 
nodes share info with their neighbors moreso than with distant nodes.



decreased Local E associated with increased performance in 2-back task for both groups
for young’uns increased Global E associated with signif. better WM performance
we might revisit Age-Related differences in WM; not much here though…..BUT….

Performance on Working Memory (2-back) Task



What do the data really look like?

Performance on Working Memory:   2-back Task.  How about a plot w/ performance?

Increases in Global Efficiency associated with 
“much better” WM performance in young’uns. 

Allegedly!

Decreases in Local Efficiency associated 
with better performance in all groups. 

Allegedly!

How should their data be displayed?

Global
Efficiency?

Is there any substantive in 
Local-Effic dx btw y/old?



Psychology and Aging
2010, Vol. 25 4:968-979

Psychology &
Aging, 2010

A brief Division of your Attention.  This work notes that memory for context is ravaged 
by age and addresses the “limited resources” hypothesis.   While this tries to explain 
general impacts of Div. Attn., old folks had additional “associative” or MTL deficits.

This PDF is not posted, ping me if you’d like me to add it to supplemental and/or if you have any questions.

How should we interpret
the Associative Effects?



Sounds like Object Recognition Memory, ala Aude Oliva MIT, which extends to 1000’s of 
objects; also increased reliance on familiarity which resonates with recalling gist, not details.
*

*

DA = divided attn.

scene.

NYET!



Article results are a bit incremental, vague
(don’t worry about details of figures)

BUT: the gist of these network analyses are 
that:
1. Normal Aging is doing something diff.

from simply “overloading resources”
(which is what DA, Divided Attn. is)

2. Deficit w/ DA is attributed to PFC overload
3. but experiments indicate that older 

subjects have difficulty specifically w/
storing contextual info:
ala ERC/Hippo system!

figures show: divided attn. degrades item 
memory in Young Uns, but context mem. is worse 
in old folks.  the results do not fit with a simple 
“resource limitation”

caution: DA is a very frequently used abbrev. for 
dopamine, but there is no dopamine in this 
paper, even though, dopamine is most important 
for WM and complex task performance!

NYET!



This system is required for DMRs, consolidating information into LTM.  Relative preservation 
of the WM system in AlzD suggests that ERC/hippo system isn’t key to ongoing WM.  Instead 
WM seems to utilize “consolidated” LTM that resides throughout neocortex, outside of ERC.  I 
had described hippo as an “indexing” system to enable DMRs to be stored in neocortex 
(where representations are found) but more substantively is a contextualizing system that links 
space and time into a continuum or context where many items of potential relevance are 
bound b/c there are “strong representations” that are easily linked to the continuum. 
Mnemonic tricks can push items from WM into our DMRs (eventually into LTM) by engaging 
hippo processing resources that normally do not play well with evanescent contents of WM.

ERC/Hippocampal System: 2nd best studied system in the Mamm. Brain?

2015 - CSHL

see notes on
dev amnesia

Updated:



Learning by Analogy:
Hyena’s on the Antelope
Thag’s on the Fire (watch)
Grok’s on the hand-axes (stone tools)

Meanwhile…

+  ADD
developmental

amnesia abstract



When Canvas Lies

I sez I sent email at 6:59 a.m.
am I demented? or just OCD?

Why this matters: I sent an email at 6:59.  It did not arrive in my inbox until 7:11.
[If this happens to you during an Exam, I can grant the missing time].
Canvas is Stupid and Lies, but I still LIKE the CANVAS program and interface!



Why Canvas is a Moron it’s NBOA, not Nboa, you idot!
me:  just OCD, and a tad persnickety

This is what an EMAIL should look like

This IS NOT what Canvas 
should do to human writings:

While I am not demented, am almost certainly 
preclinical-AlzD and Amyloid positive: see 
Chapter 18.  Boosting of salience network 
means I don’t care.

preclinical   è aMCI   è AlzD (early, moderate, severe OR Braak stages)

prodromal-MCI prodromal-
AlzD

prodromal-being dead

prodromal = signs of a possible/likely impending illness ≠ the actual illness


